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Abstract

The results in this paper are within the scope of the matrix pencil
completion problems. Given an arbitrary matrix pencil, we obtain
necessary and sufficient conditions for the existence of a pencil strictly
equivalent to it with a prescribed constant subpencil, in terms of very
simplified conditions and for algebraically closed fields.

1 Introduction

Let F be an algebraically closed field. Let A,B ∈ Fm×n. Let C ∈ Fp×q, with
p ≤ m, q ≤ n. Let x, y be indeterminate.

Our purpose is to solve the following problem:

Problem 1.1 Under what conditions there exists a pencil strictly equivalent
to Ax + B containing the constant pencil C as a subpencil?

Note that, if P ∈ Fp×p, Q ∈ Fq×q are nonsingular matrices such that
PCQ has the form

[
Iρ 0
0 0

]
, where ρ = rank C, (1)

then there exists a pencil strictly equivalent to Ax + B containing C as a
subpencil if and only if there exist a pencil strictly equivalent to Ax + B
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containing PCQ as a subpencil. From now on, without loss of generality, we
shall assume that C has the form (1).

Solutions to particular cases are known, with different restrictions on the
underlying field. They are frequently consequences of results on matrix pencil
completion problems [7]. For infinite fields, if C = Ip and Ax + B is regular,
the result can be found in [1]. Also for regular pencils, with det A 6= 0 and
p + q = m, the solution to the problem can be found in [6] for infinite fields,
and in [11, 14] for algebraically closed fields. An extension of this result to
the case p + q ≤ m can be derived from a result of [12]. Particular attention
deserves the result obtained in [3], which characterizes the completion of
an arbitrary pencil to a regular one, in terms of an existence condition, for
infinite fields. This result covers the solution to our problem when Ax + B
is regular.

To find other particular cases of matrix pencil completion problems see [2,
5]. Recently, an explicit solution to the result given in [3] has been obtained,
for algebraically closed fields (see [4]).

Our result is proven when F is an algebraically closed field, and in terms of
very simple conditions. In particular, we provide another solution to Problem
1.1 in terms of simple conditions when Ax + B is regular, over algebraically
closed fields.

The paper is organized as follows. Notation and preliminary results are
introduced in section 2. In section 3 we obtain necessary conditions. So-
lutions to different particular cases are obtained in subsequent sections. In
section 4, for the case where the prescribed subpencil C is row complete
(p = m). In section 5, for rank C = 0. When Ax+B is regular, in section 6.
For pencils having only column minimal indices in section 7, and for pencils
having a regular part and column minimal indices, in section 8. Finally, we
obtain the solution to the general case in section 9.

2 Notation and preliminary results

Let dc(Ax + B) be the dimension of the F-subspace of F[x]m×1 spanned by
the columns of Ax + B. Analogously, let dr(Ax + B) be the dimension of
the F-subspace of F[x]1×n spanned by the rows of Ax + B. Note that the
numbers dc(Ax + B), dr(Ax + B) are invariant under strict equivalence and
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are easy to compute when the pencil is in Kronecker canonical form. Hence,
the following property is satisfied.

Lemma 2.1 Let Ax + B and A′x + B′ be strictly equivalent pencils. Then
dc(Ax + B) = dc(A

′x + B′) and dr(Ax + B) = dr(A
′x + B′).

The nonzero columns of the Kronecker canonical form of Ax + B are
linearly independent as vectors of the F-space F[x]m×1. As a consequence,
we have the following result.

Lemma 2.2 Given a pencil Ax + B, dc(Ax + B) is equal to rank (Ax + B)
plus the number of nonzero column minimal indices of Ax+B. Analogously,
dr(Ax+B) is equal to rank (Ax+B) plus the number of nonzero row minimal
indices of Ax + B.

We use the following notation:

dc = dc(Ax + B), dr = dr(Ax + B).
u is number of nonzero column minimal indices of Ax + B. It will be repre-
sented by u(Ax + B) if necessary.
c1 ≤ c2 ≤ . . . ≤ cu are the nonzero column minimal indices of Ax + B,
v (v(Ax + B) if necessary) is the number of nonzero row minimal indices of
Ax + B, and r1 ≤ r2 ≤ . . . ≤ rv the nonzero row minimal indices of Ax + B.
δc = min{q − ρ, n− dc}, δr = min{p− ρ,m− dr}.
jc = jc(Ax + B) is the largest nonnegative integer j such that Ax + B has
j nonzero column minimal indices c1 ≤ . . . ≤ cj whose sum does not exceed
m− p and c1 + . . . + cj + j ≤ q − ρ− δc,
jr = jr(Ax + B), the largest nonnegative integer j such that Ax + B has j
nonzero row minimal indices r1 ≤ . . . ≤ rj whose sum does not exceed n− q
and r1 + . . . + rj + j ≤ p− ρ− δr.
t (t(Ax + B) if necessary) is the number of infinite elementary divisors of
Ax + B, and
t1 (t1(Ax + B) if necessary) the number of infinite elementary divisors of
Ax + B of degree greater than one,
1 ≤ k1 ≤ k2 ≤ . . . ≤ kt are the degrees of the infinite elementary divisors of
Ax + B.
Given two polynomials α, β ∈ F[x], α | β means that α divides β.
Whenever a sequence of polynomials satisfy τ1 | . . . | τn, we will assume that
τi = 1 for i < 1 and τi = 0 for i > n.
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α1 | . . . | αρ denote the homogeneous invariant factors of C (notice that
αi = y, i = 1, . . . , ρ) and γ1 | . . . | γω with w = rank (Ax + B), the homoge-
neous invariant factors of Ax + B.
l = max{i, t1} where i denotes the amount of nontrivial invariant factors of
Ax + B.
d(·) stands for ’the degree of’.

Lemma 2.3 Let H = [G ∗] ∈ F[x]m×h be a matrix pencil with G ∈ F[x]m×g.
Let c′1 ≤ . . . ≤ c′u′ and c1 ≤ . . . ≤ cu be the column minimal indices of H and
G, respectively. Then u′ ≥ u and c′i ≤ ci, i = 1, 2, . . . , u.

Proof: Taking into account that u′ = h − rank H and u = g − rank G, we
conclude that u′ ≥ u.

Let X1, . . . , Xu′ and Y1, . . . , Yu be fundamental series of solutions of HX =
0 and GY = 0, respectively. For every i ∈ {1, . . . , u}, let

Zi =

[
Yi

0

]
∈ F[x]h×1.

Clearly, Z1, . . . , Zu are solutions of HX = 0.
By definition of a fundamental series of solutions, c′1 = deg X1 ≤ deg Z1 =

deg Y1 = c1. Let i ∈ {1, . . . , u−1}. As Z1, . . . , Zi+1 are linearly independent,
there exists j ∈ {1, . . . , i + 1} such that Zj is not a linear combination (as
a vector in the F(x)-space F(x)h×1) of X1, . . . , Xi. Then X1, . . . , Xi, Zj are
linearly independent. By definition of a fundamental series of solutions

c′i+1 = deg Xi+1 ≤ deg Zj = deg Yj ≤ deg Yi+1 = ci+1,

and the conclusion follows.

Lemma 2.4 Let H = [G ∗] ∈ F[x]m×h be a matrix pencil with G ∈ F[x]m×g.
Let c̄′1 ≤ . . . ≤ c̄′ū′ and c̄1 ≤ . . . ≤ c̄ū be the nonzero column minimal indices
of H and G, respectively. Then ū′ ≥ ū and c̄′i ≤ c̄i, i = 1, 2, . . . , ū.

Proof: Let

X =

[
Y R
0 W

]
∈ F[x]h×h,

be a non singular matrix, Y ∈ Fg×g, such that

HX = [ 0 G0 | H0 0 ],
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where the columns of [G0 H0] are linearly independent as vectors in the
F-space F[x]m×1. Then c̄′1, . . . , c̄

′
ū′ and c̄1, . . . , c̄ū are the column minimal

indices of [G0 H0] and G0, respectively. The conclusion follows from the
former Lemma.

As a consequence, we obtain the following result.

Lemma 2.5 Assume that Ax + B is strictly equivalent to a pencil of the
form [

0p×q ∗
Cx + D ∗

]
∈ F[x]m×n.

If Cx + D has j nonzero column minimal indices, then Ax + B has, at least,
j nonzero column minimal indices whose addition does not exceed m− p.

Notice that if α is the addition of the j column minimal indices of Ax+B
in the former lemma, then α + j ≤ q.

An important result concerning completion of matrices was given by E.M.
de Sá [10] and R.C. Thompson [13] independently, and is the following

Theorem 2.6 [10], [13] Let A(x) ∈ F[x]p×q and B(x) ∈ F[x]m×n, p ≤ m,
q ≤ n, be polynomial matrices, α1 | . . . | αp and γ1 | . . . | γm their invariant
factors, respectively. Then, there exist matrices X(x) ∈ F[x]p×(n−q), Y (x) ∈
F[x](m−p)×q, Z(x) ∈ F[x](m−p)×(n−q) such that B(x) is strictly equivalent to

[
A(x) X(x)
Y (x) Z(x)

]

if and only if
γi | αi | γi+m−p+n−q, i = 1, . . . , p.

In both papers [10, 13] the following result on constant matrices was also
obtained.

Theorem 2.7 [10], [13] Let A ∈ Fp×p, B ∈ Fm×m be matrices, α1 | . . . | αp,
γ1 | . . . | γm their invariant factors, and p ≤ m. Then there exist matrices
X ∈ Fp×(m−p), Y ∈ F(m−p)×p, Z ∈ F(m−p)×(m−p) such that B is similar to

[
A X
Y Z

]

if and only if
γi | αi | γi+2(m−p), i = 1, . . . , p.
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We include below some results showing solutions to Problem 1.1, which
will be mentioned or used later. A particular case of the next Theorem shows
the solution to Problem 1.1 when the pencil Ax + B and the prescribed
subpencil are both regular and the underlying field is infinite.

Theorem 2.8 [1] Let F be an infinite field. Let Gx+H ∈ F[x]p×p, Ax+B ∈
F[x]m×m be regular pencils, p ≤ m. Let α1 | . . . | αp, γ1 | . . . | γm be
their homogeneous invariant factors, respectively. Then there exists a pencil
strictly equivalent to Ax + B, containing Gx + H as a subpencil if and only
if

γi | αi | γi+2(m−p), i = 1, . . . , p.

The following result contains the solution to Problem 1.1 for regular pencils
Ax + B with det A 6= 0 and p + q = m, for algebraically closed fields. It can
be obtained from the results in [11, 14] (it can also be found in [6] for infinite
fields).

Theorem 2.9 [11, 14] Let F be an algebraically closed field. Let Ax + B ∈
F[x]m×m be regular, det A 6= 0, p + q = m. Let γ1 | . . . | γn be the invariant
factors of Ax + B. Then there exists solution to Problem 1.1 if and only if

γρ | 1.

As a consequence we obtain a generalization of it to the case p + q ≤ m.
The result can be derived as a particular case from a result of [12].

Lemma 2.10 Let F be an algebraically closed field. Let Ax + B be regular,
det A 6= 0. Let γ1 | . . . | γm be the invariant factors of Ax + B. Then there
exists solution to Problem 1.1 if and only if

p + q ≤ m, (2)

ρ ≤ m− i, (3)

where i is the amount of nontrivial invariant factors of Ax + B.

Proof: Assume that Ax + B is strictly equivalent to a pencil of the form

[
C 0
0 0

]
,
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with rank C = ρ. Then rank A ≤ m − p + m − q, from where we obtain
condition (2). By definition of invariant factor, γρ = 1 and condition (3) is
also satisfied.

Conversely. Let C̃ be a matrix of the form

[
C 0
0 0

]
∈ Fp1×q1 ,

such that p ≤ p1, q ≤ q1 and p1 + q1 = m. If condition (3) is satisfied, by
Theorem 2.9 the pencil Ax + B is strictly equivalent to a pencil containing
C̃ as a subpencil. In particular, it contains the matrix C.

3 Necessary conditions

In this section we obtain necessary conditions which follow if Problem 1.1
has solution. Although in some cases, which will be studied later (in sections
4 and 5), the stated necessary conditions can be obtained straightforward,
we will derive them from the result obtained in this section.

Theorem 3.1 Let Ax + B be a pencil. Assume that dc = n, dr = m. Let
Ax + B be strictly equivalent to a pencil of the form

[
C ∗
∗ ∗

]
,

with rank C = ρ. Then the following conditions are satisfied

rank A ≤ m− p + n− q, (4)

rank (Ax + B) ≥ p + q − ρ− j, (5)

where

j = max{k ∈ {0, 1, . . . , jc + jr} : ρ ≤ rank (Ax + B)− l − (d1 + . . . + dk)},

where l = max{i, t1}, and the integers {d1, . . . , djc+jr} are an increasing re-
ordering of {c1, . . . , cjc , r1, , . . . , rjr}, with the convention d1 + . . . + dk = 0 if
k = 0.
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Proof: Suppose that

Ax + B
st∼




Iρ 0 ∗
0 0 G′

∗ G ∗


 ,

with G ∈ F(m−p)×(q−ρ), G′ ∈ F(p−ρ)×(n−q). As dc = n, dr = m, δc = 0 and
δr = 0. It is immediate that condition (4) is satisfied. By Lemma 2.5 the
nonzero column minimal indices of G are also column minimal indices of
Ax + B. Denote them by ci1 , . . . , cik . Notice that ci1 + . . . + cik ≤ m− p and
ci1 + . . . + cik + k ≤ q − ρ. According to the definition of jc, we have that
k ≤ jc. In the same way, the row minimal indices ri1 , . . . , rik′ of G′ satisfy
that ri1 + . . .+ rik′ ≤ n− q and ri1 + . . .+ rik′ +k′ ≤ p−ρ; hence, k′ ≤ jr. As

rank (Ax + B) ≥ ρ + ci1 + . . . + cik + ri1 , . . . , rik′ + l,

it follows that

ρ ≤ rank (Ax + B)− l − (ci1 + . . . + cik + ri1 , . . . , rik′ ) ≤

≤ rank (Ax + B)− l − (c1 + . . . + ck + r1, . . . , rk′),

and we conclude that k + k′ ≤ j. Moreover,




Iρ 0 ∗
0 0 G′

∗ G ∗


 st∼




Iρ 0 0 ∗ ∗
0 0 0 G′

1 0
0 0 0 0 G′

2

∗ G1 0 ∗ ∗
∗ 0 G2 ∗ ∗




,

where G1 has the column minimal indices ci1 , . . . , cik and G′
1 the row minimal

indices ri1 , . . . , rik′ as Kronecker invariants. Then,

rank (Ax+B) ≥ ρ+rank G+rank G′ = ρ+q−ρ−k+p−ρ−k′ ≥ p+q−ρ−j,

and condition (5) holds.

Let us obtain necessary conditions for the general case.
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Theorem 3.2 Let Ax + B be a pencil strictly equivalent to a pencil of the
form [

C ∗
∗ ∗

]
,

with rank C = ρ. Then the following conditions are satisfied

rank A ≤ dr − (p− δr) + dc − (q − δc), (6)

rank (Ax + B) ≥ p− δr + q − δc − ρ− j, (7)

where j is defined as in the former theorem.

Proof: Assume that Ax + B is strictly equivalent to a pencil of the form



Iρ 0 ∗
0 0 G′

∗ G ∗


 ,

with G ∈ F(m−p)×(q−ρ), G′ ∈ F(p−ρ)×(n−q). There may be some zero columns
in the block G and some zero rows in the block G′. In addition, there may be
some other zero columns or rows in the pencil. Let δ be the amount of zero
columns of block G, and δ′ the amount of zero rows of G′. Then, Ax + B is
strictly equivalent to 



Iρ 0 0 ∗ 0
0 0 0 G′

1 0
0 0 0 0 0
∗ G1 0 ∗ 0
0 0 0 0 0




,

with G1 ∈ F(dr−p+δ′))×(q−ρ−δ), G′ ∈ F(p−ρ−δ′)×(dc−q+δ′), and dc(G1) = q− ρ− δ
and dr(G

′
1) = p− ρ− δ′. Notice that δ ≤ δc, δ′ ≤ δr.

Through column and row permutation we may achieve that the δ-width
zero column expands to a δc-width zero column, and the δ′-width zero row
to a δr-width zero row, the pencil being then strictly equivalent to




Iρ 0 0 ∗ ∗ 0 0
0 0 0 G′

2 0 0 0
0 0 0 0 0 0 0
∗ G2 0 ∗ ∗ 0 0
∗ 0 0 ∗ 0 G3 0
0 0 0 0 G′

3 0 0
0 0 0 0 0 0 0




,

9



with G1 = Diag (G2, G3), G′
1 = Diag (G′

2, G
′
3) for some matrices G2, G3,

G′
2, G

′
3. Put p′ = p− δr, q′ = q − δc. The former pencil is strictly equivalent

to

[
A′x + B′ 0

0 0

]
=




Iρ 0 0 ∗ ∗ 0 0
0 0 0 G′

2 0 0 0
0 0 0 0 G′

3 0 0
∗ G2 0 ∗ ∗ 0 0
∗ 0 G3 ∗ ∗ 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0




.

Then A′x + B′ ∈ Fdr×dc contains a p′ × q′ constant subpencil of rank ρ,
dr(A

′x + B′) = dr, dc(A
′x + B′) = dc.

Let us calculate j′ = j(A′x + B′). We have that

dr − p′ = dr − (p− δr) = m− p− (m− dr) + δr ≤ m− p,

p′ − ρ = p− δr − ρ,

therefore, j′r = jr(A
′x + B′) ≤ jr. Analogously, j′c = jc(A

′x + B′) ≤ jc. Then
j′ ≤ j. By the former theorem,

rank A = rank A′ ≤ dr − p′ + dc − q′ = dr − (p− δr) + dc − (q − δc),

rank (Ax + B) = rank (A′x + B′) ≥ p′ + q′− ρ− j′ ≥ p− δr + q− δc− ρ− j,

what are the desired conditions (6) and (7).

Remark: Assume that α1 | . . . | αρ are the invariant factors of C and
γ1 | . . . | γrank (Ax+B) the invariant factors of Ax + B. According to Theorem
2.6, if there is solution to Problem 1.1 the interlacing conditions

γi | αi | γi+(m−p)+(n−q), i = 1, . . . , ρ. (8)

must be satisfied. Let us see that these conditions are equivalent to the
following conditions (i) to (iii):

(i) rank A ≤ m− p + n− q.

(ii) rank (Ax + B) ≤ m− p + n− q + ρ.

(iii) ρ ≤ rank (Ax + B)−max{i, t1}.
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It is easy to see that (8) implies that γρ | y, what is condition (iii);
γρ+(m−p)+(n−q)+1 = 0, i.e. rank (Ax + B) ≤ (m − p) + (n − q) + ρ, what is
condition (ii); y | γi+(m−p)+(n−q) for i = 1, . . . , rank (Ax+B)−(m−p+n−q),
hence t ≥ rank (Ax + B) − (m − p + n − q), therefore t + m − p + n − q ≥
rank (Ax + B) = rank A + t, and (i) is satisfied.

Conversely. Assume that (i) to (iii) are satisfied. Condition (iii) implies
that γi | αi, i = 1, . . . , ρ. By (i), t ≥ rank (Ax + B)− (m− p + n− q), hence
αi = y | γi+(m−p)+(n−q), i = 1, . . . , rank (Ax + B) − (m − p + n − q). From
(ii), rank (Ax + B)− (m− p + n− q) ≤ ρ, then αi | γi+(m−p)+(n−q) = 0, i =
rank (Ax+B)− (m−p+n− q)+1, . . . , ρ. Therefore αi | γi+(m−p)+(n−q), i =
1, . . . , ρ. As a result, the interlacing conditions (8) are satisfied.

Therefore, if Problem 1.1 has solution, conditions (i) to (iii) must be
satisfied. They can be derived from conditions (6), (7) and from the definition
of j, respectively.

4 The case Ax + B arbitrary pencil, p = m

We obtain in this section the solution to the particular case of Problem 1.1
where the prescribed subpencil C is row complete.

Theorem 4.1 Let Ax + B ∈ Fm×n be an arbitrary pencil. Let u be the
amount of its nonzero column minimal indices and t the amount of its infinite
elementary divisors. Let C ∈ Fp×q, rank C = ρ. Assume that p = m. Then
there exists solution to Problem 1.1 if and only if

ρ ≤ t + u, (9)

dc ≤ n− q + ρ. (10)

Proof: The necessity is a consequence of Theorem 3.2. Let us proof the
sufficiency.

The pencil Ax+B is strictly equivalent to a pencil of the form
[

A′x + B′ 0
]
,

where dc(A
′x + B′) = dc. From condition (10) q − ρ ≤ n− dc, therefore it is

enough to prove that A′x + B′ is strictly equivalent to a pencil of the form
[ ∗ Iρ

∗ 0

]
.

But this is obvious form the Kronecker canonical form of Ax+B and condition
(9).
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5 The case Ax + B arbitrary pencil, ρ = 0.

From now on we will assume that F is algebraically closed. Whenever a result
holds also for arbitrary fields, it will be appropriately pointed out.

Next Theorem shows a solution to Problem 1.1 when the prescribed sub-
matrix is a zero matrix. In [9] the authors provided a characterization to this
case in terms of different conditions. We will prove later that both conditions
are equivalent.

Theorem 5.1 Let Ax+B ∈ F[x]m×n. Let C ∈ Fp×q, with rank C = 0. Then
Ax + B is strictly equivalent to a pencil of the form

[
0p×q ∗
∗ ∗

]
,

if and only if
rank (Ax + B) ≥ p− δr + q − δc − j, (11)

with j defined as in Theorem 3.1.

Proof: The necessity is a consequence of Theorem 3.2. Let us proof the
sufficiency.

Assume that condition (11) is satisfied. Note that by definition j = jr+jc.
Remind that δr = min{p,m− dr}, δc = min{q, n− dc}. We analyze different
cases according to the values of δr and δc.

If δr = p or δc = q the result follows trivially.

Let δr = m− dr and δc = n− dc. We may assume that δr < p, δc < q.
If p = m or q = n, the result follows from Theorem 4.1. Suppose then that
p < m and q < n. We analyze different cases.

Case 1: Let Ax + B be a regular pencil. Then δr = δc = 0, j = 0 and
rank (Ax + B) = m ≥ p + q.

Subcase 1.1: If det A 6= 0, the result follows from Theorem 2.10.

Subcase 1.2: If det A = 0, we obtain the result by induction on m + n.
If m = n = 2 the result is trivial. Let m + n > 4.

If k1 = 1 then Ax + B is strictly equivalent to
[

0 A′x + B′

1 0

]
,
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and rank (A′x + B′) = rank (Ax + B) − 1 ≥ p − 1 + q − 1. By induction
hypothesis, the result follows.

If k1 > 1 then Ax + B is strictly equivalent to

[
0 A′x + B′

1 x 0 · · · 0

]
,

and rank (A′x+B′) = rank (Ax+B)−1 ≥ p+q−1. By induction hypothesis,
the result follows.

Case 2: Let Ax + B be an arbitrary pencil. Assume it has column minimal
indices (u > 0). We also study different subcases.

Subcase 2.1: Let jc = 0. Then c1 > m− p or c1 + 1 > q − δc, and j = jr. If
m = n = 2 the result is trivial. Let m + n > 4.

If c1 = 1 then Ax + B is strictly equivalent to

[
0 0 A′x + B′

x 1 0

]
.

Notice that, if we define p′ = p−1 and q′ = q−1 then δ′r = δr(A
′x+B′) = δr,

δ′c = δc(A
′x+B′) = δc, jc(A

′x+B′) = 0 (c2+1 > q−1−δc), jr−jr(A
′x+B′) ≤

1 and j′ = j(A′x + B′) = jr(A
′x + B′). We have that

rank (A′x + B′) = rank (Ax + B)− 1 ≥ p− 1− δr + q − 1− δc − (jr − 1) ≥

≥ p′ − δ′r + q′ − δ′c − j′,

and the result follows by induction hypothesis.

If c1 > 1 then Ax + B is strictly equivalent to

[
0 A′x + B′

1 x 0 · · · 0

]
.

As above, δr(A
′x+B′) = δr, δc(A

′x+B′) = δc, jc(A
′x+B′) = 0, (c1 > m−1−p

or c1 + 1 > q − 1− δc), and j′r = jr. Then, j(A′x + B′) ≤ j. Hence,

rank (A′x + B′) = rank (Ax + B)− 1 ≥ p− δr + q − 1− δc − j.

By induction hypothesis, the result follows.
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Subcase 2.2: Let jc > 0. Then Ax + B is strictly equivalent to



A′x + B′ 0 0
0 0 A2x + B2

0 A1x + B1 0


 ,

where A1x+B1 and A2x+B2 have the smallest jc column and jr row minimal
indices, respectively. Take α = c1 + . . . + cjc and β = r1 + . . . + rjr . Define
p′ = p − (β + jr), q

′ = q − (α + jc). Observe that p′ ≤ m − (α + β + jr),
q′ ≤ n− (α + jc + β) and jc(A

′x + B′) = jr(A
′x + B′) = 0. Hence,

rank (A′x+B′) = rank (Ax+B)−α−β ≥ p−(β+jr)−δr +q−(α+jc)+δc,

and the result follows as a consequence of Subcase 2.1.

Let us show the equivalence between the conditions obtained in [9] and
condition (11).

Lemma 5.2 Let Ax + B be an arbitrary pencil. Let C ∈ Fp×q, rank C = 0.
Then the following conditions are equivalent
(a)

a.1) dc ≤ m− p + n− q + jc,
a.2) dr ≤ m− p + n− q + jr.

(b)
b.1) rank (Ax+B) ≥ p−δr +q−δc−j, where j is defined as in Theorem

3.1.

Proof: Notice that j = jc+jr (0 ≤ rank (Ax+B)−(c1+. . .+cjc+r1+. . .+rjr)).

(b) → (a): Assume that (b) is satisfied. Condition (b.1) implies that

dc ≤ dc + rank (Ax + B)− p + δr − q + δc + j ≤
≤ dc +dr−v−p+m−dr− q +n−dc + jc + jr = m−p+n− q + jc− (v− jr),

therefore,
dc ≤ m− p + n− q + jc.

Condition (a.2) can be obtained analogously.

(a) → (b): Assume that conditions (a) are satisfied. We see next that con-
dition (b.1) is true. We analyze different cases depending on the value of δc

and δr.
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Case 1: δc = q, δr = p. It means that q ≤ n − dc and p ≤ m − dr, and the
solution follows trivially.

Case 2: δc = q, δr = m− dr. Then dc ≤ n− q. By definition of jr,

r1 + . . . + rjr ≤ n− q and r1 + . . . + rjr + jr ≤ p− δr,

but

r1 + . . . + rjr + rjr+1 > n− q or r1 + . . . + rjr + rjr+1 + jr + 1 > p− δr.

The first condition may not happen for r1 + . . . + rjr+1 ≤ dc ≤ n− q. Hence
r1 + . . . + rjr + rjr+1 + jr + 1 > p− δr and

v − jr ≤ dr − (r1 + . . . + rjr + rjr+1 + jr) ≤ m− p.

Notice that jc = 0 for c1 + . . . + cjc + jc ≤ q − δc = 0 and j = jr. Therefore,

p− δr + q − δc − j = p−m + dr − jr ≤ rank (Ax + B) = dr − v,

if and only if v − jr ≤ m− p, what is true, and condition (b.1) is satisfied.

Case 3: δc = n− dc, δr = p. Is dual to case 2.

Case 4: δc = n − dc, δr = m − dr. In this case m − dr ≤ p and n − dc ≤ q.
Observe that c1 + . . . + cjc+1 > m − p or r1 + . . . + rjr+1 > n − q may not
happen, for if the first condition holds,

m− p ≥ dr ≥ c1 + . . . + cjc > m− p,

what is a contradiction. The behavior is analogous if r1 + . . .+ rjr+1 > n− q.

Assume that c1 + . . . + cjc+1 + jc + 1 > q − δc = q − n + dc and r1 + . . . +
rjr+1 + jr + 1 > p− δr = p−m + dr. Then,

p− δr + q− δc− (jr + jc) ≤ r1 + . . .+ rjr+1 + c1 + . . .+ cjc+1 ≤ rank (Ax+B),

as desired.
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6 The case Ax + B regular

In [3] the solution to the problem of the completion of an arbitrary pencil
to a regular one is given in terms of an existence condition and for infinite
fields. Recently, the authors learnt that the result obtained in [3] has been
proven in terms of explicit conditions and for algebraically closed fields [4].
Although the result applies in particular to Problem 1.1 when the pencil
Ax + B is regular, we provide here another solution in terms of very simple,
explicit conditions, and for algebraically closed fields.

We study first the case when Ax + B is regular having only t infinite
elementary divisors, in two steps: when p = q = ρ, and without restriction.
Then, the general regular case. Notice that if Ax + B is regular, then dc =
dr = rank (Ax + B) = m. It must be remarked that the results of the
following Lemmas 6.1 to 6.4 hold for arbitrary fields.

Lemma 6.1 Let Ax+B be a regular pencil having only t infinite elementary
divisors k1 ≥ . . . ≥ kt as Kronecker invariants. Let C ∈ Fp×q, rank C =
ρ ≥ 1. Assume that

p = q = ρ, (12)

p + q ≤ m + t. (13)

p + q ≤ m + ρ, (14)

ρ ≤ m− t1, (15)

being t1 the amount of infinite elementary divisors of degree greater than 1.
Then Ax + B is strictly equivalent to

[
C ∗
∗ ∗

]
.

Proof: Denote by α1 | . . . | αρ and γ1 | . . . | γm the homogeneous invariant
factors of C and Ax + B, respectively. Notice that C is a regular pencil. We
have seen above (Remark, page 10) that conditions (14) to (15) amount to
the interlacing conditions

γi | αi | γ1+m−p+m−q, i = 1, . . . , ρ.

Following [2], we are going to transform the pencil Ax + B into another one
A′x′ + B′ without infinite elementary divisors; then applying Sá-Thompson
Theorem (Theorem 2.7) the result follows.
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Let us consider the matrix X:

X =

[
1 0
1 1

]
.

Define a change of basis (notice that it can be performed in every field)
[

x
y

]
=

[
1 0
1 1

] [
x′

y′

]
.

With respect to the new basis, Ax + By = (A + B)x′ + By′. Define

pX(Ax + By) = (A + B)x′ + By′,

pX(Cy) = Cx′ + Cy′,

and for p(x, y) ∈ F[x, y],

πX(p(x, y)) = p(x′, x′ + y′) = p̃(x′, y′).

Define γ̃i = πX(γi), i = 1, . . . , m and α̃i = πX(αi), i = 1, . . . , ρ. By [2,
Lemma 7 to Lemma 10] γ̃1 | . . . | γ̃m are the homogeneous invariant factors
of pX(Ax + B), α̃1 | . . . | α̃ρ those of pX(Cy), and

γ̃i | α̃i | γ̃1+m−p+m−q, i = 1, . . . , ρ.

Moreover, as det(A + B) 6= 0 the pencil pX(Ax + B) does not have infinite
elementary divisors. And as rank C = ρ = p = q, pX(Cy) either not. By
Theorem 2.7, the pencil pX(Cy) can be completed up to pX(Ax+By). That
is, there exist constant matrices Y, Z, W such that

[
pX(Cy) Y

Z W

]
= pX(Ax + By).

By [2, Lemma 6], the transformation pX is invertible and (pX)−1 = pX−1 .
Then [

x′

y′

]
=

[
1 0
−1 1

] [
x
y

]
.

Performing the inverse transformation we have:

pX−1(pX(Ax + By)) = pX−1(

[
pX(Cy) Y

Z W

]
) =

[
Cy pX−1(Y )

pX−1(Z) pX−1(W )

]
.

Taking y = 1 we obtain the desired result.
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Lemma 6.2 Let Ax+B be a regular pencil having only t infinite elementary
divisors k1 ≤ . . . ≤ kt as Kronecker invariants. Let C ∈ Fp×q, rank C =
ρ ≥ 1. Assume that

p + q ≤ m + t. (16)

p + q ≤ m + ρ, (17)

ρ ≤ m− t1. (18)

Then Ax + B is strictly equivalent to

[
C ∗
∗ ∗

]
.

Proof: We may consider p < m, q < m and ρ < p or ρ < q. Taking into
account Lemma 6.1, we may suppose that ρ < p.

If ρ = 1, the property follows from the Kronecker canonical form of
Ax + B.

Assume then that ρ ≥ 2. Then p ≥ 2 and q ≥ 2. We prove by induction
on the size of the pencil that the property is true for every m.

It is easy to see that the property is true for m = 3. Let m > 3.
If k1 = 1, then Ax + B is strictly equivalent to

[
0 A′x + B′

1 0

]
.

As the following conditions are satisfied:

p− 1 + q − 1 ≤ m− 1 + t− 1,

p− 1 + q − 1 ≤ m− 1 + ρ− 1,

ρ− 1 ≤ m− 1− t1(A
′x + B′),

by induction hypothesis the result follows.

Assume that k1 ≥ 2. Then Ax + B is strictly equivalent to



0
...
0
x

A′x + B′

1 0




.

18



We have that
p− 1 + q ≤ m− 1 + t,

p− 1 + q ≤ m− 1 + ρ.

If ρ ≤ m−1− t1(A
′x+B′), according to the induction hypothesis, the result

follows. Notice that it is so if k1 = 2.
Assume that k1 ≥ 3 and ρ = m − t1 = m − t. Taking into account

condition (16) we have that 2(m − t) < p + q ≤ m + t, what implies that
m < 3t. But 3t ≤ m, what is a contradiction.

We will also need the following auxiliary result:

Lemma 6.3 Let Ax + B = (A1x + B1) ⊕ (A2x + B2) be a pencil, where
A1x + B1 ∈ F[x]m1×n1 has only infinite elementary divisors and A2x + B2 ∈
F[x]m2×n2 with rank A2 = n2. Then, for every matrix Y ∈ Fm1×n2,

[
A1x + B1 Y

0 A2x + B2

]
,

is strictly equivalent to Ax + B.

Proof: We may suppose that A1x + B1 is in Kronecker canonical form, and

A2 =

[
I
0

]
.

Assume first that A1x + B1 has only one infinite elementary divisor

A1x + B1 =




1 0 0 . . . 0
x 1 0 . . . 0
0 x 1 . . . 0

. . . . . .

0 0 . . . x 1



∈ Fm1×(m1+1).

We aim to proof by induction for j = 1, . . . , m1 that Ax + B is strictly
equivalent to a pencil of the form




Aj
1x + Bj

1 0 0

Zj Am1−j
1 x + Bm1−j

1 Yj

0 0 A2x + B2


 ,
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where Aj
1x+Bj

1 ∈ F[x]j×j and Am1−j
1 x+Bm1−j

1 ∈ F[x](m1−j)×(m1−j) are pencils
in Kronecker canonical form having j and m1 − j as infinite elementary
divisors, respectively, as the only Kronecker invariants, Zj ∈ F(m1−j)×j is a
matrix of appropriate size of the form

Zj =




0 . . . 0 x
0 . . . 0 0

. . .

0 . . . 0 0


 ,

and Yj ∈ F(m1−j)×m2 .
If j = 1, A1

1x + B1
1 has only one infinite elementary divisor k1 = 1:

A1
1x + B1

1 =
[

1
]
. Through elementary operations on columns, Y can be

brought to zero.
Assume that the property is true for a certain j. We see next that it is

true for j + 1.
Notice that the structure of Am1−j

1 x+Bm1−j
1 allows us to say that Ax+B

is strictly equivalent to




Aj
1x + Bj

1 0 0 0
0 . . . 0 x 1 0 y1j

0

x
0
...
0

Am1−j−1
1 x + Bm1−j−1

1

y2j

...
ym1−jj

0 0 0 A2x + B2




,

where Am1−j−1
1 x + Bm1−j−1

1 ∈ F[x](m1−j−1)×(m1−j−1) has only one infinite ele-

mentary divisor and Yj =




y1j

y2j

...
ym1−jj


. By elementary operations on columns,

the component 1 in position (j + 1, j + 1) allows us to make zero the first
row of matrix Yj bringing the components of the second row to polynomi-
als of degree at most one. That is, after the operations on columns Yj is
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transformed into 


0
y2j + y1jx

y3j

...
ym1−jj




.

Take

Aj+1
1 x + Bj+1

1 =

[
Aj

1x + Bj
1 0

0 . . . 0 x 1

]
,

and Zj+1 equal to a matrix of the form of Zj, but with one more column and
one less row.

As A2 =

[
I
0

]
, operating on rows the terms of degree 1 in second row of

Yj can be dropped in every component, resulting a constant matrix

[
0

Yj+1

]
=




0
ỹ2j

y3j

...
ym1−jj




,

and we are done.
Form j = m1 we obtain the desired result.

Assume now that A1x+B1 is a pencil in Kronecker canonical form having
k1 ≤ . . . ≤ kt as infinite elementary divisors. Then,

A1x + B1 = Diag (K1, . . . , Kt).

Then we can write

[
A1x + B1 Y

0 A2x + B2

]
=




K1 Y1

. . .
...

Kt Yt

0 A2x + B2


 ,

for some matrices Y1, . . . Yt. Using the first part of this proof, we may reduce
successively to zero the blocks Yj, j = 1, . . . , t obtaining the desired result.

The following results are also true.
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Corollary 6.4 Let Ax + B = (A1x + B1) ⊕ (A2x + B2) be a pencil, with
A2x + B2 ∈ F[x]m2×n2, rank A2 = n2. Assume that one of the following
conditions is satisfied

a) The pencil A1x + B1 ∈ F[x]m1×n1 has only column minimal indices.
b) The pencil A1x + B1 ∈ F[x]m1×n1, n1 = m1, is regular.

Then, for every matrix Y ∈ Fm1×n2,

[
A1x + B1 Y

0 A2x + B2

]
,

is strictly equivalent to Ax + B.

Proof:
a) Following step by step the proof of Lemma 6.3 and changing only the

blocks in Kronecker canonical form corresponding to the infinite elementary
divisors by blocks corresponding to column minimal indices, the result fol-
lows.

b) Combining appropriately the result of Lemma 6.3 and part (a) of this
corollary, the result follows.

Next theorem gives a solution to Problem 1.1 for regular pencils, when
the underlying field is algebraically closed. To prove it we will use Theorem
3.1, Lemmas 6.2 and 6.3 and Theorem 2.10.

Theorem 6.5 Let Ax + B be a regular pencil in Kronecker canonical form
and Ax+B = (A1x+B1)⊕ (A2x+B2), where all of the elementary divisors
of A1x + B1 ∈ F[x]m1×m1 are infinite and those of A2x + B2 ∈ F[x]m2×m2 are
finite. Let C ∈ Fp×q, rank C = ρ. Then Ax + B is strictly equivalent to a
pencil of the form [

C ∗
∗ ∗

]
,

if and only if
p + q ≤ m + t, (19)

p + q ≤ m + ρ, (20)

ρ ≤ m−max{i, t1}. (21)

Proof: The necessity of conditions (19) and (20) is a consequence of con-
ditions (4) and (5) of Theorem 3.1, respectively. Condition (21) comes from
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the definition of j: Notice that j = 0 and ρ ≤ rank (Ax + B) −max{i, t1}.
Let us prove the sufficiency.

If ρ = 0, the result follows from Theorem 5.1. Assume then that ρ ≥ 1.

Our aim is to show that for i = 1, 2 there exist a matrix Ci ∈ Fpi×qi of
rank ρi, p1 + p2 = p, q1 + q2 = q, ρ1 + ρ2 ≤ ρ, such that Aix + Bi is strictly
equivalent to a pencil having Ci as a subpencil. Once it is achieved, we will
show that the matrix Diag (C1, C2) can be completed up to a matrix of rank
ρ equivalent to C of the form

[
C1 X
0 C2

]
.

Because of Lemma 6.3, the problem will be then solved.
Define (notice that m1 + ρ− p1 − q1 ≥ 0)

p1 = min{p,m1},

q2 = min{q, m2 − p2},
ρ2 = min{ρ, p2, q2,m2 − i,m1 + ρ− p1 − q1}

ρ1 = min{ρ− ρ2, p1, q1,m1 − t1}.
Put p2 = p− p1 and q1 = q − q2. Then, it is immediate that

0 ≤ p1, q1 ≤ m1, 0 ≤ p2, q2 ≤ m2,

0 ≤ ρ1 ≤ min{p1, q1}, 0 ≤ ρ2 ≤ min{p2, q2}.
(Observe that q1 ≤ m1 if and only if q + p ≤ m + p1, what is immediate if
p1 = p and also true because of (19) if p1 = m1).

To achieve the goal, according to Lemma 6.2 and Theorem 2.10, it is
sufficient to prove that

p1 + q1 ≤ m1 + t. (22)

p1 + q1 ≤ m1 + ρ1, (23)

ρ1 ≤ m1 − t1, (24)

p2 + q2 ≤ m2, (25)

ρ2 ≤ m2 − i. (26)
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Notice that under the above definitions, conditions (24) and (26) are
satisfied. It is easy to see that p1 + q1 = p1 + q − q2 ≤ m1 + t is satisfied,
what is condition (22).

Concerning condition (23): It is true if ρ1 = p1, ρ1 = q1 or ρ1 = ρ − ρ2.
If ρ1 = m1− t1 the property is satisfied as a consequence of condition (22) if
we realize that t ≤ m1 − t1.

Taking into account conditions (23) to (24) and Lemma 6.2, there exist
a matrix C1 ∈ Fp1×q1 of rank ρ1 such that A1x + B1 is strictly equivalent to
a pencil having C1 as a submatrix.

Notice that p2+q2 ≤ p2+m2−p2 what is condition (25). Then, conditions
(25), (26) and Theorem 2.10 guaranty that there exists a constant submatrix
C2 ∈ Fp2×q2 of rank ρ2 which is a subpencil of A2x + B2.

Let us see that Diag (C1, C2) can be completed to a matrix

[
C1 X
0 C2

]
∈

Fp×q of rank ρ, equivalent to C. We analyze different cases according to the
values of ρ1 and ρ2. It is enough to check that

ρ1 + ρ2 + min{p1 − ρ1, q2 − ρ2} = min{ρ2 + p1, ρ1 + q2} ≥ ρ.

We have that ρ2 + p1 ≥ ρ for ρ2 = ρ and ρ2 = p2. For the remaining
cases of ρ2, notice that if p1 = p, then ρ2 + p ≥ ρ. Hence, assume that
p1 = m1. Then, if ρ2 = q2, ρ2 + p1 = q2 + m1 ≥ q ≥ ρ. If ρ2 = m2 − i, then
ρ2 + p1 = m2 − i + m1 = m − i ≥ m − l ≥ ρ, and if ρ2 = m1 + ρ − p1 − q1,
then ρ2 + p1 = m1 − q1 + ρ ≥ ρ.

On the other hand, ρ1 + q2 ≥ ρ if ρ1 = ρ − ρ2 or ρ1 = q1. If ρ1 = p1,
we have already seen that p1 + q2 ≥ ρ. If ρ1 = m1 − t1, then ρ1 + q2 ≥ ρ if
q2 = q. If q2 = m2 − p2, then ρ1 + q2 = m1 − t1 + m2 − p2 ≥ m− l − p2 ≥ ρ
if p2 = 0 (p1 = p). If p1 = m1, then m1 − t1 + m2 − p + m1 ≥ t + m− p ≥ ρ
from condition (19).

Therefore, Ax + B is strictly equivalent to a pencil having a constant
matrix p× q of rank ρ as a submatrix, as desired.

7 The case Ax + B has only nonzero column

minimal indices.

In this section we solve the case where the pencil Ax + B has only nonzero
column minimal indices. Notice that now dr = m = rank (Ax+B) = rank A
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and dc = m + u. Observe that the following Lemma 7.1 and Theorem 7.2
hold for arbitrary fields.

Lemma 7.1 Let Ax + B ∈ Fm×n be a pencil in Kronecker canonical form
having only nonzero column minimal indices c1 ≤ . . . ≤ cu. Let C ∈ Fp×q,
rank C = ρ ≥ 1. Assume that

p + q ≤ n, (27)

p + q ≤ m + ρ. (28)

Then Ax + B is strictly equivalent to a pencil of the form

[
C ∗
∗ ∗

]
.

Proof: We may suppose that p < m, q < n. We prove the result by
induction on m.

If m = 2, then p = 1 and the result follows from the Kronecker canonical
form. Assume that m > 2.

If c1 = 1, then Ax + B is strictly equivalent to

[
0 0 A′x + B′

x 1 0

]
,

where A′x + B′ has u− 1 column minimal indices. Observe that

p− 1 + q − 1 ≤ n− 2,

p− 1 + q − 1 ≤ m− 1 + ρ− 1.

By induction hypothesis, the result follows.

Let c1 ≥ 2. Then Ax + B is strictly equivalent to

[
0 A′x + B′

x 1 0 . . . 0

]
,

where A′x + B′ has u column minimal indices.
If ρ < p, we have that

p− 1 + q ≤ n− 1,
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p− 1 + q ≤ m− 1 + ρ,

and the result follows by induction hypothesis.
If ρ = p < q, then

p + q − 1 ≤ n− 1,

p + q − 1 ≤ m− 1 + ρ,

and the result follows by induction hypothesis.
Let ρ = p = q. Then Ax + B is strictly equivalent to




0 0 A′x + B′

x 1 0
1 0 x 0 . . . 0


 .

As
p− 1 + q − 1 ≤ n− 2,

p− 1 + q − 1 ≤ m− 2 + ρ− 1,

the result follows by induction hypothesis.

Now we obtain the desired characterization.

Theorem 7.2 Let Ax + B ∈ Fm×n be a pencil in Kronecker canonical form
having only nonzero column minimal indices c1 ≤ . . . ≤ cu. Let C ∈ Fp×q,
rank C = ρ. Then Ax + B is strictly equivalent to a pencil of the form

[
C ∗
∗ ∗

]
,

if and only if
p + q ≤ n, (29)

p + q ≤ m + ρ + j, (30)

where j is defined as in Theorem 3.1.

Proof : The necessity is a consequence of Theorem 3.2. Notice that if the
pencil has only column minimal indices, by definition of jc, p ≤ m − (c1 +
. . .+ cjc), then ρ ≤ rank (Ax+B)− (c1 + . . .+ cjc) and j = jc. In particular,
the condition on the rank imposed by the definition of j does not imply
additional restrictions.
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Let us proof the sufficiency. From condition (29) q < n. We may assume
that p < m. If ρ = 0, the result comes from Theorem 5.1. Suppose also that
ρ > 0.

If jc = 0, the sufficiency follows by Lemma 7.1.
Let jc > 0. The pencil Ax + B is strictly equivalent to

[
A′x + B′ 0

0 A′′x + B′′

]
,

where A′′x+B′′ has c1, . . . , cjc as column minimal indices. Let α = c1 + . . .+
cjc . By definition of jc, p ≤ m − α, ρ ≤ q − (α + jc) and jc(A

′x + B′) = 0.
Notice that

p + q − (α + jc) ≤ n− (α + jc),

p + q − (α + jc) ≤ m− α + ρ.

By Lemma 7.1, A′x+B′ is strictly equivalent to a pencil having a p×(q−α+jc)
matrix C1 of rank ρ as a submatrix. Then, the pencil Ax + B is strictly
equivalent to 


∗ C1 0
∗ ∗ 0
0 0 A′′x + B′′


 ,

and the result follows.

8 The case Ax + B has homogeneous invari-

ant factors and nonzero column minimal in-

dices.

For a pencil Ax + B ∈ Fm×n without row minimal indices, j ≤ jc. Remind
that ρ ≤ rank (Ax+B)−max{i, t1}− (c1 + . . .+ cj). We assume that dc = n
and dr = m, hence n = m + u, m = rank (Ax + B) and δr = δc = 0.

Theorem 8.1 Let Ax + B ∈ Fm×n be a pencil in Kronecker canonical form
having only homogeneous invariant factors and nonzero column minimal in-
dices c1 ≤ . . . ≤ cu. Let C ∈ Fp×q, rank C = ρ. Then Ax + B is strictly
equivalent to a pencil of the form

[
C ∗
∗ ∗

]
,
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if and only if
p + q ≤ n + t, (31)

p + q ≤ m + ρ + j, (32)

where j is defined as in Theorem 3.1.

Proof: The necessity is a consequence of Theorem 3.2. Let us proof the
sufficiency. We may assume that p < m, ρ > 0.

Let m ≥ 2. The pencil Ax + B is strictly equivalent to a pencil

[
A1x + B1 0

0 A2x + B2

]
,

where A1x + B1 ∈ F[x]m1×n1 , n1 = m1 + u contains the column minimal
indices of Ax+B and A2x+B2 ∈ F[x]m2×m2 its regular part, m1 +m2 = m,
n1 + m2 = n.

(a) Assume first that jc = 0. As in Theorem 6.5, we aim to find Ci ∈ Fpi×qi

of rank ρi for i = 1, 2, p1 + p2 = p, q1 + q2 = q, ρ1 + ρ2 ≤ ρ, such that
Aix + Bi is strictly equivalent to a pencil having Ci as a subpencil. Once it
is achieved, we will show that the matrix Diag (C1, C2) can be completed up
to a matrix of rank ρ equivalent to C of the form

[
C1 X
0 C2

]
.

Because of Corollary 6.4, the problem will be then solved.

To achieve the first goal, according to Lemma 7.1 and Theorem 6.5 it is
sufficient to prove that

p1 + q1 ≤ n1, (33)

p1 + q1 ≤ m1 + ρ1. (34)

p2 + q2 ≤ m2 + t, (35)

p2 + q2 ≤ m2 + ρ2, (36)

ρ2 ≤ m2 −max{i, t1}. (37)

Put l = max{i, t1}. Define

p1 = min{p, m1, n− q}, p2 = p− p1.
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It is clear that 0 ≤ p1 ≤ m1 and p2 ≥ 0. If p1 = p or p1 = m1 then p2 ≤ m2;
if p1 = n−q, then due to condition (31), p2 = p−n+q ≤ n+ t−n = t ≤ m2.
Therefore 0 ≤ p2 ≤ m2. We analyze different cases according to the value of
p1.

Let p1 = p, then p2 = 0. Let

q2 = min{q, m2}, q1 = q − q2.

It is immediate that 0 ≤ q2 ≤ m2 and 0 ≤ q1 ≤ n1.

If q2 = q, the result follows after Corollary 6.4.

Suppose that q2 = m2. Let ρ1 = min{ρ, q1}. Then ρ1 ≤ p1 and is well
defined.

Observe that p1 +q1 = p+q−m2 ≤ n1 and p1 +q1 ≤ m1 +ρ1. By Lemma
7.1, A1x + B1 is strictly equivalent to a pencil having a p× q1 submatrix C1

of rank ρ1 as a subpencil.
It is easy to see that ρ1 + min{p− ρ1,m2} ≥ ρ, and the result follows.

Let p1 = m1. Notice that m− p = m2 − p2 and q ≤ n−m1. Define

q2 = min{q, m2,m− p + t}, q1 = q − q2.

ρ1 = q1, ρ2 = min{ρ− ρ1, p2, m2 − l}.
Observe that 0 ≤ q2 ≤ m2 and q1 ≥ 0. Notice that q1 ≤ u. It follows that
0 ≤ q1 ≤ n1 and q1 ≤ p1. Finally, q1 ≤ ρ: It is true if q2 = q; if q2 = m2 then,
due to condition (32), q−m2 ≤ m+ρ−p−m2 = ρ−p2 ≤ ρ. If q2 = m−p+t
then q −m + p− t ≤ m + ρ−m− t ≤ ρ. Therefore, they are well defined.

We show next that they satisfy conditions (33) to (37).

It is so for conditions (34) and (37). Observe that p1 + q1 ≤ m1 +u = n1,
what is condition (33). We have that p2 +q2 ≤ p2 +m2−p2 + t and condition
(35) is also satisfied.

Let us see that p2 + q2 ≤ m2 + ρ2: It is true if ρ2 = p2. If ρ2 = ρ − ρ1,
then p2 + q2 ≤ m2 + ρ − q1 if and only if p + q ≤ m + ρ, what is condition
(32).

It is immediate to see that ρ1 + ρ2 + min{p1 − ρ1, q2 − ρ2} = min{p1 +
ρ2, q2 + ρ1} ≥ ρ. And the result follows.
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Let p1 = n− q. We assume that n− q < m1. Then n−m1 = m2 +u < q.
The following values are well defined.

q2 = m2, q1 = q − q2.

ρ2 = p2, ρ1 = min{ρ− ρ2, q1}.
Notice that ρ2 = p2 = p− n + q ≤ ρ.

It is easy to see that p1 + q1 = n1, p2 + q2 = m2 + ρ2 and that conditions
(34), (35) and (37) are satisfied.

It only remains to be proven that ρ1 + ρ2 + min{p1 − ρ1, q2 − ρ2} =
min{ρ2 + p1, ρ1 + q2} ≥ ρ. But ρ2 + p1 = p2 + p1 ≥ ρ. Finally, ρ1 + q2 ≥ ρ
if ρ1 = q1 and if ρ1 = ρ − ρ2, ρ1 + q2 = ρ − ρ2 + q2 ≥ ρ. The result is then
satisfied.

(b) Assume that jc > 0. The pencil Ax + B is strictly equivalent to

[
A′x + B′ 0

0 A′′x + B′′

]
,

where A′′x+B′′ has c1, . . . , cj as column minimal indices. Let α = c1+. . .+cj.
By definition of jc and j, p ≤ m−α, ρ ≤ q− (α+ jc), j′c = jc(A1x+B1) = 0,
j′ = j(A1x + B1) = 0 and ρ ≤ m− α−max{i, t1}. Notice that

p + q − (α + j) ≤ m− (α + j) + u,

p + q − (α + j) ≤ m− α + ρ.

By the result of part (a) A′x + B′ is strictly equivalent to

[ ∗ C1

∗ ∗
]

,

where C1 ∈ Fp×(q−α+j), rank C1 = ρ. Then, Ax + B is strictly equivalent to



∗ C1 0
∗ ∗ 0
0 0 A′′x + B′′


 .

Notice that the top right submatrix
[

C1 0
]

is the desired one. The result
follows.
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9 The general case.

Let F be an algebraically closed field. In this section we prove the result
when Ax + B is an arbitrary pencil. We study first some particular cases.

Lemma 9.1 Let Ax + B ∈ Fm×n. Let C ∈ Fp×q, rank C = ρ. Assume that
jc = jr = 0, dc = n, dr = m. Assume that ρ = p = q. If

2ρ ≤ m + n− rank A, (38)

ρ ≤ rank (Ax + B)−max{i, t1}, (39)

then Ax + B is strictly equivalent to a pencil of the form
[

C ∗
∗ ∗

]
.

Proof: The pencil Ax + B can be written as (A1x + B1)⊕ (A2x + B2), where
m1 + m2 = m, n1 + n2 = n, A1x + B1 ∈ F[x]m1×n1 has only column minimal
indices and A2x + B2 ∈ F[x]m2×n2 has homogeneous invariant factors and
row minimal indices. We aim to proceed as in Theorem 8.1. In this case
it is enough to find ρ1, ρ2 such that taking p1 = q1 = ρ1, p2 = q2 = ρ2, the
conditions of Lemma 7.1 and Theorem 8.1 are satisfied.

Define
ρ1 = min{ρ, [

n1

2
],m1},

ρ2 = min{ρ− ρ1, [
m2 + t

2
], n2 − l},

with l = max{i, t1}. They are well defined and satisfy the desired conditions

2ρ1 ≤ n1, (40)

2ρ2 ≤ m2 + t. (41)

Notice that as
ρ2 ≤ rank (A2x + B2)−max{i, t1}, (42)

j′ = j(A2x + B2 = 0. It only remains to prove that

ρ1 + ρ2 + min{m1 − ρ1, n2 − ρ2} ≥ ρ.

Let us see that m1 + ρ2 ≥ ρ:
It is so if ρ2 = ρ− ρ1, for m1 − ρ1 + ρ ≥ ρ.
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If ρ2 = [m2+t
2

] = m2+t
2

, then m1 + m2+t
2

≥ ρ if and only if 2m1 + m2 + t ≥ 2ρ,
what is true because of condition (38), for 2m1 + m2 + t ≥ m + t + u ≥ 2ρ.
If ρ2 = m2+t−1

2
, then m1 + m2+t−1

2
≥ ρ if and only if m + t + m1 − 1 ≥ 2ρ,

what from condition (38) is true but in the case that m1 + u + m2 + t = 2ρ.
As m2 + t is odd, m1 + u must be odd. Then m1+u+1

2
+ m2+t−1

2
= ρ. Observe

that m1+u+1
2

≤ m1 for u < m1, hence m1 + m2+t−1
2

≥ m1+u+1
2

+ m2+t−1
2

= ρ
and the property is true.
If ρ2 = n2− l, then m1 +n2− l ≥ rank (Ax+B)− l ≥ ρ from condition (39).

On the other hand, ρ1 + n2 ≥ ρ: It is so if ρ1 = ρ.
If ρ1 = [n1

2
] = n1

2
then n1

2
+ n2 ≥ ρ if and only if n1 + 2n2 ≥ 2ρ, what is true

from condition (38), for n1 + 2n2 = n + n2 ≥ n + t + v ≥ 2ρ.
If ρ1 = n1−1

2
then it must happen that n1 − 1 + 2n2 = n + n2 − 1 ≥ 2ρ. If

it is not the case, n1 − 1 + 2n2 < 2ρ. Then t + v − 1 + n < 2ρ ≤ t + v + n,
what implies that 2ρ = n1 + n2 + t + v, from where n2 + t + v must be odd
and n2 − 1 ≥ v + t. Therefore, n1 − 1 + 2n2 = n + n2 − 1 ≥ n + t + v ≥ 2ρ
as desired.
If ρ1 = m1, then m1 + n2 ≥ n− u−max{i, t1} ≥ ρ.

Lemma 9.2 Let Ax + B ∈ Fm×n. Assume that dc = n, dr = m. Let
C ∈ Fp×q, rank C = ρ. If

rank A ≤ m− p + n− q, (43)

rank (Ax + B) ≥ p + q − ρ. (44)

ρ ≤ rank (Ax + B)−max{i, t1}, (45)

then Ax + B is strictly equivalent to a pencil of the form
[

C ∗
∗ ∗

]
.

Proof: We may suppose that ρ < q, p < m, q < n, u > 0 (if u = 0, the
result comes after Theorem 8.1) and ρ > 0.

We are going to prove its sufficiency by induction, analyzing different
cases:

Case 1: c1 = 1. In this case Ax + B is strictly equivalent to
[

0 0 A′x + B′

x 1 0

]
.
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The following conditions are satisfied:

rank A− 1 ≤ m− 1− (p− 1) + n− 2− (q − 1),

ρ− 1 ≤ rank (Ax + B)− 1−max{i, t1} = rank (A′x + B′)−max{i, t1},
rank (Ax + B)− 1 ≥ p− 1 + q − 1− (ρ− 1).

By induction hypothesis, the result follows.

Case 2: c1 > 1. Then Ax + B is strictly equivalent to

[
0 A′x + B′

1 x 0 0

]
.

The following conditions are satisfied:

rank A− 1 ≤ m− 1− p + n− 1− (q − 1),

rank (A′x + B′) = rank (Ax + B)− 1 ≥ p + q − 1− ρ.

If ρ ≤ rank (Ax+B)− 1−max{i, t1} = rank (A′x+B′)−max{i, t1} fulfills,
the result follows by induction hypothesis.

Otherwise, ρ = rank (Ax+B)−max{i, t1}. Denote by w = rank (Ax+B)
and l = max{i, t1}. Let us analyze this case. From condition (43) we obtain

2ρ = 2(w − l) ≤ p + q ≤ m + n− rank A = w + v + w + u− (w − t),

hence
w ≤ 2l + u + v + t. (46)

We then have that

2u + v + t + t1 + i ≤ w ≤ 2l + u + v + t

that is u + t1 + i ≤ 2l. As a consequence, if i = t1 the former inequality
turns into u ≤ 0, what is a contradiction. Therefore, i = t1 may not occur if
w = ρ− l.

Assume that i 6= t1. Let us see what happens to the equality ρ = w − l
when detached one row and one column from the pencil. We analyze the
possible different types of blocks in the Kronecker canonical form of Ax + B
that can be involved.
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a) Assume that there exists an infinite elementary divisor of degree one.
Then

Ax + B
st∼

[
0 A′x + B′

1 0

]
.

The following conditions are satisfied

rank A− 1 ≤ m− 1− (p− 1) + n− 1− (q − 1),

ρ− 1 ≤ rank (Ax + B)− 1−max{i, t1},
rank (Ax + B)− 1 ≥ p− 1 + q − 1− (ρ− 1),

and the result follows by induction hypothesis.

b) Assume that there exists an infinite elementary divisor of degree two.
Then

Ax + B
st∼




0 0 A′x + B′

0 1 0
1 x 0


 .

If l = t1 > i, then ρ ≤ w − 1 − (l − 1) and the result follows by induction
hypothesis.
If l = i > t1, then Ax + B has finite invariant factors, situation which
analyzed below.

c) Assume that Ax + B has a finite invariant factor of degree 1, x− a. Then

Ax + B
st∼

[
0 A′x + B′

x− a 0

]
.

Then if l = i > t1 we have that ρ ≤ w−1− (l−1) and the induction applies.
If l = t1 > i, then t1 > 0. The result follows from (a).

d) Assume that all of the nontrivial finite invariant factors have degrees
greater than 1 and all of the infinite elementary divisors have degrees greater
than 2 (k1 ≥ 3). Then from (46) we have that

2u + v + t + 2t1 + 2i ≤ w ≤ 2l + u + v + t.

If l = i > t1, then u + 2t1 ≤ 0, which is impossible. If l = t1 > i, then
u + 2i ≤ 0, which is also impossible.

34



e) Assume that there are no homogeneous invariant factors. Then from (46)
we have that

2u + v ≤ u + v,

what may not happen.

Next theorem shows the result to Problem 1.1 for the general case.

Theorem 9.3 Let Ax + B ∈ Fm×n. Let C ∈ Fp×q, rank C = ρ. Then there
exists a pencil strictly equivalent to Ax + B containing C as a subpencil if
and only if

rank A ≤ dr − (p− δr) + dc − (q − δc), (47)

rank (Ax + B) ≥ p− δr + q − δc − ρ− j, (48)

where j is defined as in Theorem 3.1.

Proof: The necessity comes from Theorem 3.2. We proof the sufficiency.

Remind that δc = min{q − ρ, n − dc}, δr = min{p − ρ,m − dr}. By
definition of j,

ρ ≤ rank (Ax + B)−max{i, t1} − (d1 + . . . + dj),

the integers {d1, . . . , djc+jr} being an increasing reordering of {c1, . . . , cjc , r1, , . . . , rjr}.
Let j̃c, j̃r be such that d1, . . . , dj are the values of c1, . . . , cj̃c

, r1, . . . , rj̃r
. Take

α̃ = c1 + . . . + cj̃c
and β̃ = r1 + . . . + rj̃r

. Then Ax + B is strictly equivalent
to 



A′x + B′ 0 0 0
0 0 0 0
0 0 0 Ā′′x + B̄′′

0 0 A′′x + B′′ 0


 ,

where A′′x + B′′ ∈ Fα̃×(α̃+j̃c) and Ā′′x + B̄′′ ∈ F(β̃+j̃r)×β̃ have c1, . . . , cj̃c
and

r1, . . . , rj̃r
as column and row minimal indices respectively, the second block

column corresponds to the n − dc zero columns of the whole pencil, the
second block row to the m − dr zero rows, and A′x + B′ ∈ Fm′×n′ with
m′ = dr − (α̃ + β̃ + j̃r), n′ = dc − (α̃ + j̃c + β̃). Hence, d′c = dc(A

′x + B′) =
dc − (α̃ + β̃ + j̃c) = n′ and d′r = dr(A

′x + B′) = dr − (α̃ + β̃ + j̃r) = m′.
Put p′ = p− (β̃ + j̃r + δr), q′ = q − (α̃ + j̃c + δc). By definition of j̃c and

j̃r it is easy to see that ρ ≤ p′ ≤ m′ and ρ ≤ q′ ≤ n′. From condition (47) we
have that

rank A′ ≤ d′r − p′ + d′c − q. (49)
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Let us calculate j′ = j(A′x + B′). As

m′ − p′ ≤ m− p− α̃,

q′ − ρ = q − (α̃ + j̃c + δc)− ρ.

if j′c = jc(A
′x + B′) then 0 ≤ j′c ≤ jc, and the column minimal indices it

involves are among cj̃c+1, . . . , cjc . In the same way, 0 ≤ j′r = jr(A
′x+B′) ≤ jr,

and the choice of the row minimal indices is analogous. Let d̄1, . . . , d̄j′c+j′r
an increasing reordering of cj̃c+1, . . . , cj̃c+j′c , rj̃r+1, . . . , rj̃r+j′r . Noticing that

rank (A′x + B′) = rank (Ax + B)− (α̃ + β̃), it results that

j′ = max{k ∈ {0, 1, . . . , j′c+j′r} : ρ ≤ rank (A′x+B′)−l−(d̄1+. . .+d̄k)} = 0.

From condition (48), we obtain

rank (A′x + B′) ≥ p′ + q′ − ρ. (50)

Taking into account conditions (49) and (50) and applying the former Theo-
rem, there exists a submatrix C1, rank C1 = ρ, such that A′x + B′ is strictly
equivalent to a pencil containing C1 as a subpencil. Then, Ax + B is strictly
equivalent to a matrix of the form




C1 ∗ 0 0
∗ ∗ 0 0
0 0 0 Ā′′x + B̄′′

0 0 A′′x + B′′ 0


 .

Observe that the whole pencil contains a p×q matrix C of rank ρ, as desired.

References

[1] I. Baragaña. Interlacing Inequalities for Regular Pencils. Linear Alg.
Appl., 121: 521:535, 1989.

[2] I. Cabral, F. C. Silva. Unified Theorems on Completion of Matrix Pen-
cils. Linear Alg. Appl., 159: 43-54, 1991.

[3] I. Cabral, F. C. Silva. Similarity invariants of completions of submatri-
ces. Linear Alg. Appl., 169: 151-161, 1992.

36



[4] M. Dodig and M. Stosic. Similarity Class of a Matrix With Prescribed
Submatrix. XIV ILAS Conference, Shanghai, 2007.

[5] S. Furtado, F.C. Silva. Embedding a regular subpencil into a general
linear pencil. Linear Alg. Appl., 295: 61-72, 1999.

[6] I. Gohberg, R. Kaashoek, F. van Schagen. Eigenvalues of completions
of submatrices. Linear Multilinear Algebra, 25: 55-70, 1989.
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