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We consider model order reduction of parametric systems with parameters
which are nonlinear functions of the frequency parameter s. Such systems
result from, for example, the discretization of electromagnetic systems with
surface losses [1]. Since the parameters are functions of the frequency s, they
are highly coupled with each other. We see them as individual parameters
when we implement model order reduction. By analyzing existing meth-
ods of computing the projection matrix for model order reduction, we show
the applicability of each method and propose an optimized method for the
parametric system considered in this paper. The transfer function of the
parametric systems considered here take the form

H(s) = sBT(s2In − 1/
√

sD + A)−1B, (1)

where A, D and B are n × n and n ×m matrices, respectively, and In is the
identity of suitable size. To apply parametric model order reduction to (1),
we first expand H(s) into a power series. Using a series expansion about an
expansion point s0, and defining σ1 := 1
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, we may

use the three different methods below to compute a projection matrix V and
get the reduced-order transfer function

Ĥ(s) = sB̂T(s2Ir − 1/
√

sD̂ + Â)−1B̂,

where Â = V T AV , B̂ = V T B, etc., and V is an n× r projection matrix with
V T V = Ir. To simplify notation, in the following we use G := I − 1
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A, BM := G−1B, M1 := G−1D, and M2 := −G−1A.

Directly computing V

A simple and direct way for obtaining V is to compute the coefficient matrices
in the series expansion
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by direct matrix multiplication and orthogonalize these coefficients to get the
matrix V [2]. After the coefficients BM , M1BM , M2BM , M2

1
BM , (M1M2 +

M2M1)BM , M2

2
BM , M3

1
BM , . . . are computed, the projection matrix V can

be obtained by

range{V } = orthogonalize{BM , M1BM , M2BM , M2

1
BM , (M1M2+M2M1)BM , M2

2
BM , M3

1
BM , . . .

(3)
Unfortunately, the coefficients quickly become linearly dependent due to nu-
merical instability. In the end, the matrix V is often so inaccurate that it
does not possess the expected theoretical properties.

Recursively computing V

The series expansion (2) can also be written into the following formulation:

H(s) =
1

s
[BM + (σ1M1 + σ2M2)BM + . . . + (σ1M1 + σ2M2)

iBM + . . .] (4)

Using (4), we define
R0 = BM ,
R1 = [M1, M2]R0,

...
Rj = [M1, M2]Rj−1,
....

(5)

We see that R0, R1, . . . , Rj , . . . include all the coefficient matrices in the se-
ries expansion (4). Therefore, we can use R0, R1, . . . , Rj, . . . to generate the
projection matrix V :

range{V } = colspan{R0, R1, . . . , Rm}. (6)

Here, V can be computed employing the recursive relations between Rj , j =
0, 1, . . . , m combined with the modified Gram-Schmidt process [3].

Improved algorithm for recursively computing V

Note that the coefficients M1M2BM and M2M1BM are two individual terms
in (5), which are computed and orthogonalized sequentially within the mod-
ified Gram-Schmidt process. Observing that they are actually both coeffi-
cients of σ1σ2, they can be combined together as one term during the compu-
tation as in (3). Based on this, we develop an algorithm which can compute
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V in (3) by a modified Gram-Schmidt process. By this algorithm, the matrix
V is numerically stable which guarantees the accuracy of the reduced-order
model. Furthermore, the size of the reduced-order model is smaller than
that of the reduced-order model derived by (6). Therefore, this improved
algorithm is optimal for the parametric system considered in this paper.
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